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Abstract. Forum posts in Massive Open Online Courses (MOOCs) support an important way for online learners to interact
with each other and with instructors. Instructors explore the sentiment from posts in MOOCs to detect learners’ trending
opinions towards the course so that they can improve MOOCs. However, it is unrealistic to expect instructors to adequately
track learners’ sentiment under the large number of messages exchanged on the forums. Fortunately, sentiment classification
can automatically analyze learners’ emotion on the course of MOOCs from posts. Traditional classifiers based on machine
learning algorithm, which often depend on human-designed features and have data sparsity problem. In contrast to traditional
approaches, we develop a novel neural network model called parallel neural network (PNNs) for sentiment classification
of MOOCs discussion forum to alleviate the aforementioned problems. In our model, we design a parallel neural network
structure to replace the popular serial neural network structure so that PNNs can preserve the validity of features as far as
possible when neural network model training. Meanwhile, we also introduce Self-attention mechanism that automatically
identifies which features play key roles in sentiment classification to obtain the important components in posts. We experiment
on a public MOOCs dataset and two common sentiment classification datasets, and achieve a good performance. That means
PNNs is a substantially reliable classification model for identifying the sentiment polarity of posts. The study has great
potential application value on the platform of large scale courses, which can help instructors to gain the emotional tendency
of learners for the course content in real time, so that timely intervention to support learning and may reduce the dropout rates.
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1. Introduction

Massive Open Online Courses (MOOCs) are a
teaching platform that offers free education resources
for large-scale online learners. MOOCs continually
attracts numerous learners from the world because
of unconstrained time and space [13, 19, 32].
According to statistics, more than 58 million users
registered at least one course on MOOCs [4], and
in excess of 700 universities are providing thou-
sands of courses that distribute on different platforms
such as Coursera and edX [36]. In MOOCs, dis-
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cussion forums play an important role for online
learners to mutual communicating and studying [4,
25]. Furthermore, there may be many leaners dis-
cussing some contents of a course on the discussion
forum, and also expressing their opinions about a
course [25, 37].

Working towards improving MOOCs, it is funda-
mental to know opinions of learners about the course
and the major course tools as well [45]. Nicely, the
MOOCs discussion forum posts make it possible for
instructor teams to understand the learner’s learning
states and their feelings of the course. However, the
total number of forum reviews (these reviews are
mainly text) about a course can be very large so
that it is infeasible to read and analyze all of them
individually [28]. Sentiment classification can reveal
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various affective trends according to recent research
on social media [45]. Sentiment classification, as one
of a fundamental task in the field of Natural Language
Process (NLP), offers an opportunity for instructor
teams to gain an insight into how learners feel with
the course so that they have the ability to modify the
course based on the comments of learners to improve
their engagement and satisfaction, which is very
important to ensure the success of the MOOCs [30].

Wen et al. classify reviews’ sentiment by the senti-
ment lexicon [45]. Classified accuracy of this method
relies on the quality of sentiment lexicon and emo-
tional word extraction conditions, and both require
manual design. Pedro et al. use some machine learn-
ing algorithms, such as the Logistic Regression (LR),
the Support Vector Machine (SVM) etc. to achieve
sentiment classification in MOOCs [28]. They usu-
ally use the bag-of-word (BoW) to represent features
[2, 22]. However, due to the data sparsity problem
heavily affects the classification accuracy of machine
learning approaches [22, 41]. Recently, the rapid
development of neural networks (NNs) has brought
new inspiration to solve the data sparsity problem [7,
15, 26, 27, 40]. NNs avoid suffering from this prob-
lem via using word embedding to a certain extent, and
can automatically capture meaningful features during
the training process [34]. Therefore, we adopt a NNs
approach to perform sentiment classification task of
MOOCs in this paper, and expect to achieve a better
classification result than previous research.

Although research on sentiment classification
of MOOCs use NNs has not been published at
present, this method has been widely used in the
sentiment classification of other fields in NLP, such
as E-commerce websites, stock forecast, political
orientation analyses [46]. Convolutional Neural Net-
works (CNNs) [24] and Long Short-term Memory
(LSTM) [14] are two widely used NNs for sentiment
classification. CNNs are better at automatically
extracting local features from text vectors [17, 20,
21]. As another popular network, LSTM is a strong
sequential model to deal with sequence data, which
is designed to capture long-distance dependence
information from text vectors [23, 40, 48]. In order
to let model both have the advantages of CNNs
and LSTM, some hybrid combination methods
are proposed to capture features and dependency
information from texts. The serial combinations
are usually adopted, which means LSTM directly
stacked on CNNs or reverse [16, 41, 49].

For aforementioned approaches, although CNNs
play an extremely strong role to extract local seman-

tic features of sentences, LSTM could reduce the
effectiveness of these features extracted by CNNs
when these semantic features are sent to LSTM in
order to capture their dependence information. So
these serialization composite NNs fail to achieve the
desired sentiment classification results. The reason
of the above problem is that LSTM is a biased model
[22], where later features are more dominant than
earlier features. But the key components could be
any features in all features rather than at the end.
Under this umbrella, some features play a major role
in sentiment classification may be ignored to reduce
the model classification effect. To address the limi-
tation of serialization composite models, we propose
a parallel combination way (parallel neural network
structure) to preserve the effectiveness of features
extracted by CNNs and LSTM as far as possible and
amplify the benefits of these two NNs respectively.

We obtain semantic features of a post with
long-distance dependence information automatically
via a parallel neural network structure of CNNs
and LSTM. But these features are directly used
to classify that is unreasonable, because each
feature contributes equally for the classification
now. It is well-known that a feature, containing
more emotional information, is more important
for sentiment classification. Therefore, the more
useful features should be selected for classifying to
improve the classification accuracy of the model.
Hence, self-attention mechanism [43] is introduced
into our paper to feature selection. It can achieve
the automatic selection of features without human-
selected features via increasing the useful features’
weight. In addition, self-attention mechanism could
capture global structural information of sentences
[43, 47] and conducts direct connections between
two features, thus distant features could be calculated
by shorter paths (the calculation distance is O(1)).

To verify the effect of our model, we conducted
experiments on a MOOCs public dataset, namely the
Stanford MOOCs posts dataset (it can be availible at:
http:// datastage.stanford.edu/StanfordMoocPosts/).
The experiments demonstrate that our method has
a good performance on this public dataset. Overall,
the main contributions of this work are as follows:

1. We design a novel parallel neural networks,
namely PNNs, to automatically extract seman-
tic features with dependent and structural
information for sentiment classification to
achieve better sentiment classification results in
MOOCs. Moreover, we believe that it is the first
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time using NNs for identifying the sentiment
polarity of posts in MOOCs discussion forums.

2. Differing from pioneering hybrid NNs models
adopted serialization combination structure, we
propose a parallel structure of CNNs and LSTM
that is one of components of PNNs, which
can enable PNNs prevent these local semantic
features extracted by CNNs from affected by
LSTM to remain the integrality of all features
compared with the previous popular serializa-
tion models. According to the experimental
results show that the F1 score of PNNs with
this structure improves by 1.16%.

3. Self-attention mechanism is also a component
of PNNs, it can directly connect between two
arbitrary features of a sentence, which allows
unimpeded information flow through the net-
work and assigns different weight coefficient for
different features accordingly their importance.
Therefore, we can obtain structural information
of a sentence and achieve features selection,
which is beneficial for classification to further
enhance the effect of PNNs.

2. Related work

The serious dropout rate of learners is a prob-
lem for MOOCs since the opening of MOOCs,
hence, many researchers would like to find the fac-
tors which affect the learning of participants to reduce
the attrition. Mackness et al. [1] raise a question of
how to design a MOOCs that can provide learners
with positive experience to increase the comple-
tion rate of them. Some the prior work solve this
question by surveys and interviews [3, 35]. How-
ever, these ways are too time consuming to keep
track of the student’s learning sentiment in real time.
After that, research turns around automatically clas-
sifying the sentiment of learners through comments
from learners [8, 11, 38]. Sentiment is important
to monitor since learners with a positive emotion
have been demonstrated to be more motivated in
MOOCs settings [29]. Some researchers implement
the sentiment classification of MOOCs posts by
the sentiment lexicon [9, 33, 45], whose classifica-
tion accuracy depends on sentiment lexicon quality.
Recently, machine learning algorithms, that need not
sentiment lexicon, are often used to classify learn-
ers’ sentiment in MOOCs [5, 28, 31], where SVM
has the best classification effect [28]. Nonetheless,
these machine learning methods have the data spar-

sity problem, and their features for classification are
human-designed.

Recently, the approaches based on NNs to deal with
sentiment classification gradually become popular in
NLP. Word embedding extremely alleviates the data
sparsity problem [6], and as the input of NNs can
improve NNs model effect. CNNs perform success-
fully in sentiment classification because of capturing
local features automatically and efficiently [7, 21,
41]. Due to its ability of processing sequence data
and extracting syntax features is widely used for sen-
timent classification task [16, 23]. Some researchers
are expected to obtain the advantages of these two
NNs, using a serial structure to combine the two
networks to improve the accuracy of sentiment classi-
fication [41]. Huang et al. use a CNN layer to capture
features and feed the features to two-layer LSTMs,
which can extract context-dependent features for sen-
timent classification [16]. Zhang et al. combine CNNs
and LSTM to obtain local and temporal informa-
tion for sentiment classification [49]. However, the
all aforementioned approaches ignore the fact that
LSTM is a discriminatory NNs model. In this paper,
we propose a parallel structure to combine CNNs and
LSTM so that prevent LSTM from affecting features
extracted by CNNs.

3. Methods

The sentiment classification in this study focuses
on identifying the sentiment polarity of learners in
posts, that is, whether these are either positive or neg-
ative posts. PNNs is designed to achieve this goal, and
Fig. 1 presents its network structure. The input of the
network is a post D, which is a sequence of word vec-
tors w1, w2, . . . , wl. These words are represented by
word embedding. Then, we use parallel neural net-
work structure showed in Fig. 1 to acquire semantic
features with long-distance dependence information,
which will be specifically illustrated in Subsection 1.
After that these features are sent to Self-attention
mechanism for selecting feature and capturing global
structural representation of sentences. Finally, the
classification layer predicts the sentiment polarity of
D by PNNs. In this section, we will introduce our
method in detail.

3.1. Parallel neural network structure for feature
extraction

We propose a parallel neural network structure
to capture semantic and dependence information of
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Fig. 1. The structure of PNNs. This figure shows an example of the post “This was an awesome analysis. Now probability started making
sense to me.” and the subscripts denote the position of the corresponding word in the original document.

words from a post, which can maximize the valid-
ity of the semantic information extracted by CNNs
and long-distance dependence information captured
by LSTM. Here, the two-layer CNNs (the first one
is called CNN-1, and another one is CNN-2 showed
in Fig. 1) are used to extract deep semantic informa-
tion of sentences, and the LSTM is used to capture
long-distance dependence information of sentences.
Then the semantic information and long-distance
dependence information are combined by concate-
nate layer, and whose results are sent to full-connect
layer to merge two information. By this structure, we
can obtain semantic features with dependent infor-
mation of each post.

We first describe word representation before intro-
ducing parallel neural network structure for semantic
and denpendent features extraction. We use word2vec
toolkit provided by Google to present each word’s
vector of D = [w1, w2, . . . , wl], where we define
wi as the ith word in D. lw is the dimension of wi

and l is vocabulary size of a sentence, so the input
post D ∈ R

lw×l. After that, each word vector wi is

represented as a low dimensional, continuous and
real-valued vector by word embedding layer (showed
in Fig. 1). Then, D will be represented as a word
embedding matrix De showed in Equation (1).

De = [e(w1), e(w2), . . . , e(wl)] (1)

Where e(wi) is the embedding representation of wi,
and |e| is the dimension of word embedding, so De ∈
R

|e|×l.
From the word embedding layer, we can obtain

the basic word embedding matrix De for each post,
and then it will be sent to parallel neural network
structure which consists of two-layer CNNs, a LSTM,
a concatenate layer, and a full-connect layer. In our
paper, we use it to extract semantic and long-distance
dependence information of whole text.

It is well-known that convolution operations per-
formed by different convolution kernels can extract
different text features. Therefore, the CNN-1 is used
to extract shallow and local semantic features of the
post, and it is calculated by Equation (2):
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conj = f [W1 · e(wi:(i+lc−1)) + b1] (2)

Where s1 denotes the number of filter, lc is the window
size of filter. W1 ∈ R

s1×|e| is the weight parameter,
b1 ∈ R

s1 is a bias term, and f is the non-linear acti-
vation function (here we use ReLu as the activation
function).

After a filter glides through the whole sentence
with the form of a window, which produces the total
shallow semantic feature vector Fcon. In order to
enable the length of the sentence unchanged after
the CNN-1 layer operation and convenient for sub-
sequent operations, we chose the same padding as
the padding method for this convolution. So Fcon ∈
R

(l×s1) is described as Equation (3):

Fcon = [con1, con2, . . . , conl] (3)

Next, the shallow semantic feature vector Fcon

is sent to the CNN-2 layer, stacked on CNN-
1 layer directly (showed in Fig. 1), to extract
deeper semantic information than CNN-1 layer. The
operation of CNN-2 is similar with CNN-1 apart
from the different parameters s2, W2, b2, where s2
presents the filter size of CNN-2. And its calcula-
tion method is expressed by Equation (4), then we
can obtain the deep semantic feature vectorFD con =
[D con1, D con2, . . . , D conl].

D conj = f [W2 · coni:(i+s2−1) + b2] (4)

Capturing long-distance dependence relationship
between words in sentences is critical to improving
classification accuracy, because words are interde-
pendent. Compared with simple RNN model, LSTM
can address the problem of gradient disappearance
to a certain extent and can effectively learn sequence
characteristics. Meanwhile, LSTM shows better per-
formance on capturing long-distance dependence
information from text than CNNs so that LSTM is
used to do that. Differing from the pioneers, we
adopt CNNs and LSTM in a parallel combination,
which means that LSTM (showed in Fig. 1) directly
captures long-distance dependence information from
De. By this way, we not only obtain the significant
long-distance dependence information of text, but
also prevent the deep semantic features extracted by
two-layer CNNs from being negatively affected by
LSTM. Here, we define di as the denpendent feature
of each word extracted by LSTM and its expression as
Equation (5). Finally, we obtain the dependent feature
matrix FLSTM of a sentence (showed in Equation (6)).

di = LSTM(e(wi)) (5)

FLSTM = [d1, d2, . . . , dl] (6)

Where di ∈ R
h, FLSTM ∈ R

l×h, h is the number of
computational units in the LSTM layer. Both FD con

and FLSTM are combined by Equation (7) to obtain
y(1) ∈ R

l×|s2+h| that contains local deep semantic
features and long-distance dependence features after
we obtain these meaningful features extracted by
aforementioned operations.

y(1) = [FD con; FLSTM] (7)

In order to obtain the final semantic feature y(2)

called contextual semantic features, the full-connect
layer has been applied for feature fusion. Meanwhile,
this operation will not only combine deep semantic
feature FD con and dependent feature FLSTM into an
organic entirety, but reduce the dimension of y(1). By
this way, we can avoid suffering from the separation
of semantic features and long-distance dependence
information that is good for improve our results, using
Equation (8) to combine the two types feature.

y(2) = ReLu(W3y
(1) + b3) (8)

3.2. Self-attention mechanism for feature
selection

After obtaining the contextual semantic features
y(2) of the input post, Self-attention mechanism is
adopted to learn the weight coefficient of each feature
in y(2).

Self-attention mechanism is a resource allocation
method, which can ignore the secondary information
from the vast amount of features and pay attention on
the important information in the sentence. The ear-
lier point is reflected in the weight coefficient, which
indicates the importance of each feature. In other
words, the more important a feature is in a sentence,
the greater its weight coefficient is. Self-attention
mechanism enhances the proportion of key features
by assigning different weights for different features
according to their importance degree. This can effec-
tively help us to reduce the loss of key features during
model training process to achieve the purpose of fea-
ture selection automatically and obtaining structural
information of a sentence.

Here, Fig. 2 shows the inner architecture of
Self-attention mechanism in Fig. 1. After obtaining
contextual semantic features y(2) = [v1, v2, . . . , vl],
then transported to Self-attention mechanism in Fig. 2
for learning the new representation of sentence by
Equation (9):
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Fig. 2. Self-attention mechanism.

C(vi) = ∑l
j=1βijvi (9)

Meanwhile, it is noteworthy that Self-attention
mechanism occupies a small proportion of training
cost, because it calculates the dependency relation-
ship between any two elements directly regardless
of the distance of these (each calculation only needs
O(1)). In addition, it computes weight coefficient of
each element from the whole sentence, so we can gain
the structural information by it. More specifically, the
weight coefficient βij of each vi is computed by the
following Equations:

βij = exp(vij)
∑H

k=1 exp(vik)
(10)

vij = S(vi, vj) (11)

Where vij represents the score about the degree
of dependency between the factors vi and vj ,
S is a dot-product to compute the score about
two factors. The weight coefficient βij is obtained
via sending vij to Softmax function to compute
shown in Fig. 2 by Equation (10). Therefore, the
weight coefficient matrix β is acquired. Finally, we
get the final representation of a sentence y(3) =
[C(v1), C(v2), . . . , C(vl)].

3.3. Classification layer

The final layer of our model is the output layer,
whose output result is the probability of classifying
the post as positive or negative. Here, we adopt a
linear function with sigmoid activation function to
get the class probability.

p = sigmoid(W4y
(3) + b4) (12)

Where y(3) refers to the final representation obtained
by the above operations. W4 ∈ R

1×H and b4 ∈ R
1 are

the parameters of PNNs model need to be updated
during training, where H is hidden layer size. p (p ∈
[0, 1]) refers to the probability that distinguishes the
post belongs to a positive or negative category, when
p ≥ 0.5, the post’s category is positive, otherwise it
is negative.

4. Experimental design

In this section, we use the Stanford MOOCs posts
dataset to our model, and we compare the effect
of our proposed model with other previous popular
approaches to verify whether PNNs is a generaliz-
able and robust model and can classify the sentiment
polarity of per post correctly.

4.1. Datasets

The Stanford MOOCs posts dataset is a large-scale
text dataset, and includes 29,604 posts collected from
three domains, namely Humanities, Medicine, and
Education. Sentiment score of each post was coded
by humans so that the data provides a ground truth for
the proposed model (more information about score
computation can be found in the dataset website. In
our analysis, there are 29,570 posts in the dataset
for experiment after we excluded posts that con-
tain exception symbols. In the sentiment dimension,
coders ranked the sentiment of the post on a scale of 1-
7. A score of 7 means the learner who posted the post
is very satisfied with the course, while 1 means the
learner is extremely unsatisfied and requires imme-
diate attention from the instructors. In this paper, we
define the sentiment classification task in MOOCs as
a binary classification because our goal is to deter-
mine whether the post is positive or negative. We
consider these posts are positive whose sentiment
score ≥ 4, otherwise the posts are negative. More-
over, the full dataset will be split as three subdatasets
according to the domain of posts for building model
respectively. Table 1 provides detailed information
about each subdataset, such as the number of sub-
dataset and its sentiment distribution.

Moreover, in order to verify the availability and
effectiveness of the PNNs, we also performed exper-
iments on other common sentiment classification
datasets – IMDB-2 and IMDB-10 datasets. We use
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Table 1
Properties statistical information of three subdatasets

Domain Size Sentiment
Positive Negative

Humanities 9,698 8,853 845
Medicine 9,994 8,145 1,849
Education 9,878 8,189 1,689

Table 2
Statistical information of IMDB-2 and IMDB-10 datasets

Dataset Train size Test size Class

IMDB-2 40,000 10,000 2
IMDB-10 40,000 10,000 10

the binary version of IMDB as well as its ten-class
version. IMDB-10 is a large movie review dataset
that consists of 10 classes [10] and contains 50,000
reviews. IMDB-2 contains 25,000 reviews, and its
class is binary. They include movie reviews from
around the world, Table 2 show the information of
them.

4.2. Experiment settings

Our preprocessing is as follows. For all posts, we
use the Natural Language Toolkit (nltk) to obtain the
tokens, we divide per subdataset into training and
test sets with proportion 9/1. The default parameters
in word2vec with the Skip-gram algorithm are used
to represent the text in the posts. For the choice of
hyper-parameters to train our model, the vector size
of the word embedding is 300. The number of fil-
ter in CNN-1 layer is 128, in CNN-2 layer is 64,
whose size of each filter are both set as 5. And the
number of computational units in the LSTM layer
set as 100. The unit number of full-connect layer
is H = 100. We use RMSprop [42] as an optimizer
to minimize the objective function and its learning
rate α is set to 0.001. Cross-entropy loss function
is adopted for training model in this paper. The three
subdatasets, IMDB-2 and IMDB-10 are both adopted
the same parameter settings. Our network is trained
on one NVIDIA GeForce GT730 GPU in a 64-bit
Dell computer with one 3.60-GHz CPU and 8GB
main memory.

We use accuracy (Acc), precision (P) and recall
(R) as metrics (in %) to evaluate the performance of
our approach compares against with other models. In
addition, since our data is imbalanced, F1 score is also
adopted as evaluation indicator (in %) in this paper.
The formula for computing F1 score is as follow:

F1 = 2 × P × R

P + R
(13)

4.3. Comparison methods

The aim of this research is to facilitate instruc-
tor teams in MOOCs, more specifically, assist them
understand the feeling for their courses in MOOCs
of learners in a more efficient way so that they can
adjust the content of courses to improve the engage-
ment and satisfaction of learners. Subsequently, how
to demonstrate PNNs is an excellent model to reli-
ably identify sentiment of posts? Here, we introduce
several existing algorithms, which are widely used to
text classification tasks in other NLP fields, as bench-
marks to evaluate the effectiveness of our approach.
Table 3 shows the comparison methods are used by
us.

1. Bag-of-Words+LR/SVM
Wang et al. [44] build an SVM classifier

after representing a document with Bag-of-
Words (BoW) model. These baselines mainly use
machine learning algorithms with BoW as fea-
tures. We train logistic regression (LR) and SVM
respectively with BoW as features.

2. CNN
CNN has strong adaptability and is adept at

extracting local features [24]. Here, we also select
it for comparison.

3. LSTM
LSTM is a recurrent neural network with mem-

ory cells and a three-gate mechanism [14]. It
can capture further contextual information than
Recurrent Neural Network (RNN) [12] during
training. LSTM prevent the gradient vanishing of
RNN.

4. 2-layer LSTM
There are two hidden layers in 2-layer LSTM

structure, both of its two hidden layers are
LSTMs. The result of the first hidden layer is sent
to the second layer in the same time step, and
the function of the second hidden layer is used
to capture longer-term dependencies of the input
sequence [40].

5. CNN+2-layer LSTM
Huang et al. propose a model based on a CNN

and two LSTMs, which is a serial network struc-
ture. They employ CNN to obtain useful local
features of the text, then features are sent to 2-
layer LSTM. Here, the authors’ idea is to let two
LSTMs extract context-dependent features [16].
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Table 3
Comparison methods in this paper

Types Methods name

Traditional machine learning methods Logistic regression
SVM

Neural network methods CNN
LSTM

2-layer LSTM
CNN + 2-layer LSTM
2-layer CNN + LSTM

Self-attention
textRCNN
DPCNN

6. 2-layer CNN+LSTM
This architecture is similar with our model, but

the 2-layer CNN and LSTM are stacked together
in a serial manner. We use this model to observe
the difference between the NNs combined in a
serial manner and in a parallel manner.

7. Self-attention
The Self-attention mechanism is widely used

in text classification task of NLP, which provides
a more flexible way to select features by increas-
ing their weight according to the importance of
features [43]. Moreover, it can capture global
information with less computation.

8. textRCNN
Lai et al. use a recurrent structure to capture the

semantics of contexts and combine it with a word
to present a word [22].

9. DPCNN
DPCNN [18] is a convolutional neural network

based on word-level. By deepening the network,
DPCNN can extract long distance text dependen-
cies. DPCNN achieves higher accuracy with a
small increase in computing cost.

4.4. Results and discussion

The goal of this study is correctly classifying sen-
timent polarity of posts to facilitate instructors in
MOOCs know the feeling of learners. The higher
values of metrics for a model present a model has
a better performance and more reliable for being
applied to sentiment classification in MOOCs posts.
In this section, we show the results of PNNs and other
comparison methods on three subdatasets.

Table 4 shows the results of PNNs and traditional
machine learning algorithms on three subdatasets.
These traditional machine learning methods both
adopt BoW model to represent feature of sentence.
F1 of PNNs on Humanities, Medicine, and Educa-

tion is 96.51%, 94.24%, and 92.30%, respectively,
which are all higher than the traditional benchmarks.
Though BoW+SVM shows best results in traditional
methods, our F1 score exceeds it by 2.68%, 3.21%
and 3.46% respectively on three subdatasets. As the
results shown in Table 4, PNNs consistently outper-
forms the traditional approaches on three subdatasets.
These demonstrate that PNNs model can avoid to
suffer from the data sparsity problem and capture
more contextual information of features compared
with machine learning using BoW model to represent
sentences. Hence, F1 score of our method has appar-
ently improved. Moreover, the neural network models
need not human-designed features at all comparing
with traditional approaches that increases sentences
sentiment analysis efficiency of us.

Tables 5 and 6 display the results of neural network
methods on MOOCs dataset (three subdatasets) and
two popular sentiment datasets respectively. As the
Table 6 shown, PNNs achieves best results and its
accuracies of PNNs are 91.29% and 49.20% on the
IMDB-2 and IMDB-10 datasets, surpassing DPCNN
by 0.74% and 0.72%, respectively. That means PNNs
can work well on various sentiment classification
datasets, which is an available and effective model
for sentiment classification task. By comparing with
other excellent models in Table 5, we can find that,
although precision and recall of PNNs are not optimal
results on all subdatasets, the F1 score of PNNs has a
better performance than others, outperforming those
methods by 1.08%, 1.11% and 1.34%, respectively.

When we compare PNNs with LSTM in Table 5,
the F1 score of the former is higher than the latter
on all subdatasets, with improvements increasing by
1.08%, 1.46% and 1.36%, respectively. More specif-
ically, PNNs is higher than CNN in F1 score on
Humanities, Medicine and Education, which rise by
1.25%, 2.29% and 2.53%, respectively. It is because
that PNNs combines benefits of these two models, we
use two-layer CNNs to extract deep semantic features
of sentences and a LSTM to capture long-distance
dependence information, then integrating them for
sentiment classification. Therefore, PNNs model has
a better performance than CNN and LSTM that only
use one of aforementioned two types feature.

It is well-known that Self-attention can adjust the
weight coefficient of per feature during the training
according to the importance of the feature, so as to
achieve automatically selecting features. Besides, it
can obtain structural information of a sentence via
aforementioned calculation way. Because of that, it
is also used by us and emerge one of crucial compo-
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Table 4
Results of PNNs against with traditional machine learning algorithms on MOOCs datasets

Model Humanities Medicine Education
P R F1 P R F1 P R F1

BoW+LR 90.31 94.86 92.53 88.21 94.54 91.26 85.91 88.20 87.03
BoW+SVM 91.86 95.90 93.83 89.76 93.71 91.96 89.62 88.08 88.84
PNNs 93.35 99.89 96.51 92.20 98.36 95.17 96.43 88.50 92.30

P: precision, R: recall, F1: F1 score. Best results in each group are in bold. The results of three subdatasets are obtained from the published
source code by ourselves.

Table 5
Results of PNNs against with neural network methods on MOOCs datasets

Model Humanities Medicine Education
P R F1 P R F1 P R F1

CNN 93.19 97.44 95.26 93.08 92.67 92.88 86.98 92.75 89.77
LSTM 93.21 97.77 95.43 93.97 93.45 93.71 88.31 93.73 90.94
2-layer LSTM 93.24 96.77 94.97 94.46 92.89 93.67 88.52 92.87 90.64
CNN+2-layer LSTM 93.16 96.99 95.04 93.10 94.45 93.77 90.16 91.27 90.72
2-layer CNN+LSTM 93.48 97.33 95.36 93.22 94.67 93.94 87.34 93.18 90.17
Self-attention 92.68 96.20 94.40 92.94 95.00 93.96 94.65 82.57 88.20
textRCNN 94.11 96.10 95.10 93.66 94.48 93.92 88.04 94.33 90.96
DPCNN 93.91 96.21 95.05 91.50 96.78 94.06 83.41 99.50 90.75
PNNs 93.35 99.89 96.51 92.20 98.36 95.17 96.43 88.50 92.30

P: precision, R: recall, F1: F1 score. Best results in each group are in bold. The results of all baselines on three subdatasets are obtained from
their published source code by ourselves.

Table 6
Experimental results of IMDB-2 and IMDB-10 datasets

Model IMDB-2 IMDB-10
Acc Acc

CNN [39] 86.71 42.88
LSTM [39] 86.04 40.30
2-layer LSTM [39] 89.30 42.64
CNN+2-layer LSTM 89.88 47.40
2-layer CNN+LSTM 89.02 47.78
Self-attention 90.29 48.37
textRCNN [39] 88.84 48.16
DPCNN 90.55 48.48
PNNs 91.29 49.20

Acc: accuracy. Best results in each group are in bold. The results
of CNN, LSTM, 2-layer LSTM, and textRCNN on IMDB-2 and
IMDB-10 are cited from [39], the results of another methods on
these two datasets are obtained from their published source code
by ourselves.

nents our model. However, as can be seen the results
of Self-attention model in Table 5, F1 score of it are
all lower than PNNs. We believe the main reason is
that comparing with Self-attention model our pro-
posed parallel neural network structure can extract
deeper semantic feature and long-distance depen-
dence information from post. By contrast, textRCNN
and DPCNN use sentence semantic information
alone, they both ignore the structural information
of sentence and lack feature selection. Those heav-
ily impact the effect of textRCNN and DPCNN so
that F1 score of PNNs is higher than both two meth-

ods. PNNs increases by 2.85%, 1.25%, and 1.34%,
respectively on three subdatasets comparing with the
former, while its improvements is 1.46%, 1.11% and
1.55% respectively comparing with the latter.

4.5. The effect of strategies on performance

To further investigate the effectiveness of each
strategy of our method, we conduct an ablation study
on PNNs, separating the effect of each strategy on
the F1 score. The results are illustrated in Table 7.
When we directly use 2-layer CNN + LSTM model
– serial network structure (LSTM directly stacks on
2-layer CNN) and Self-attention mechanism to senti-
ment classification, the F1 score decreases by 1.16%
on Education compared with PNNs. This demon-
strates that features extracted by CNN are indeed
worn out when using LSTM to capture long-distance
dependence information in serial network structure,
while the parallel structure dose be able to alleviate
the problem mentioned before and more effectively
preserve features.

Recalling the model architecture, we utilize 2-layer
CNNs and LSTM to extract deep semantic feature
and dependent information of sentence separately.
We find that whether we remove semantic features
or long-distance dependence information both have
a negative impact on our model. More specifically,
ablating 2-layer CNNs part, F1 score of PNNs drops
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Table 7
Ablation performance (F1 score) of PNNs

Model Humanities Medicine Education
F1 ∇ F1 ∇ F1 ∇

PNNs 96.51 – 95.17 – 92.30 –
2-layer CNN+LSTM with Self-attention 95.74 –0.77 94.22 –0.95 91.14 –1.16
PNNs without 2-layer CNN (removing semantic feature) 95.67 –0.84 94.71 –0.46 91.61 –0.69
PNNs without LSTM (removing long-distance dependence information) 95.71 –0.8 94.35 –0.82 91.29 –1.01
PNNs without information fusion 96.00 –0.51 94.84 –0.33 91.69 –0.61
PNNs without Self-attention 96.16 –0.35 94.23 –0.94 90.37 –1.93

Fig. 3. The number of stack CNN layer.

by 0.46% – 0.84% on all subdatasets; it evidently falls
by 0.8% – 1.01% on same datasets, when we elim-
inate LSTM. This proves that semantic features and
dependent information are both important for clas-
sification and helpful to enhance the result of our
model.

After that, when we do not fuse semantic fea-
ture and long-distance dependence information via
full-connect layer, F1 score of our model declines
by 0.61% on Education. It means that the fusion
information is more complete representation of a sen-
tence than the independent ones. Although the above
strategies provide outstanding contributes to improve
effect of PNNs, removing Self-attention mechanism
still enables F1 score of PNNs decrease by 1.93%
on Education. Self-attention mechanism is capable
of focusing on the useful features at whole contex-
tual semantic features. In conclusion, both of them
are indispensable for PNNs to achieve better perfor-
mance in sentiment classification.

Finally, we evaluate the impact of PNNs with
varying parallel neural network structure on three
subdatasets, where we achieve this experiment via
changing the number of CNN layer or LSTM layer
in parallel neural network structure. Figures 3 and 4

Fig. 4. The number of stack LSTM layer.

indicate the F1 score of PNNs with different number
of stack CNN layers and LSTM layers respectively.
We can conclude that the performance becomes bet-
ter with the increasing of the number of stack layers
from Fig. 3. However, with the number of stack layer
increasing gradually in Figs. 3 and 4, the F1 score of
PNNs on all subdatasets presents a decreasing trend.
To be specifically, the trainable parameters number
of PNNs will increases as stack layer rises, while a
large number of parameters may cause the model hard
to optimized, and even worse the gradient might be
exploded or vanished. Therefore, we select 2-layer
CNN and a LSTM in parallel neural network struc-
ture.

4.6. Analysis of the case study

Different approaches for sentiment classification
were compared in previous sections. However, we
cannot intuitively feel why a model has a better per-
formance on classification is beneficial for instructors
to understand the emotion of learners and promote
the course improvement. Because of that, we will list
some posts from dataset and show the results of using
PNNs model to identify the sentiment polarity of
them in this section (shown in Table 8). For compar-
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Table 8
Examples of MOOCs discussion forums posts and showing its sentiment polarity classified by PNNs and SVM model

Post example Score Sentiment PNNs SVM

Terrible interface design! Just put an obvious ‘next’ button at the bottom of the main body
area or clone the whole linear navigation from the top.

1 N N N

The Peer Review module is not fully set up yet. You haven’t done anything wrong. Professor
Boaler simply has a bit more work to do before it is fully ready for us to participate.

3.5 N N P

You have to have a higher level of the math that what you are teaching so when a student
comes up with a strategy you can help them explain why it works, or doesn’t work in all
situations.

3.5 N N P

Wow! What an exciting group to work and learn with! 7 P P P
You are amazing! What a fantastic idea to engage relevent learning and to offer a meaningful

experience for students!
7 P P P

N: Negative sentiment, P: positive sentiment. “Score” is the original score of the post example.

ison, we also list their classification results obtained
by SVM model, because the SVM model shows the
best performance on sentiment classification among
traditional machine learning methods [28].

In the Table 8, the column of “Score” is the original
score of the post, the column of “Sentiment” refers
to the true sentiment polarity of the post example,
and the rest of two columns corresponding to PNNs
and SVM are the classification result of PNNs and
SVM models respectively on the post. We find that
the posts, which are useful for MOOCs improve-
ments, are mostly negative. Learners will express
their dissatisfaction with one aspect of a course in the
discussion forum, this dissatisfaction is the cause of
their negative emotions or even dropout of the course.
Therefore, the instructors should pay more attention
on these type of post to know the reasons for the learn-
ers’ dissatisfaction with the course, so as to timely
intervention to support learning and may prevent the
learners from giving up the course early.

However, some posts are negative and hold views
of the course, which are identified as positive exam-
ples by SVM model in Table 8. For instance, in the
example of “The Peer Review module is not fully
set up yet. You haven’t done anything wrong. Pro-
fessor Boaler simply has a bit more work to do
before it is fully ready for us to participate”, the
learner who posted the post clearly stated that the peer
review module function is not perfect and the teacher
preparation for the course is insufficient. It is not con-
ducive to that the instructors work towards improve
MOOCs, because instructors may ignore these neg-
ative posts which are classified positive sentiment
incorrectly. By contrast, since PNNs have better clas-
sification performance than the SVM model, it can
classify these posts correctly. So PNNs ensures that
the instructors can avoid missing the posts, which are
mentioned above, to improve MOOCs effectively.

5. Conclusion

In this paper, we propose a parallel neural network
structure with Self-attention mechanism (PNNs)
approach for sentiment classification of MOOCs, a
novel neural network compound mode which enables
PNNs have a better ability of reserving features
effectiveness than others. To the best of our knowl-
edge, this is the first study that neural network
has been applied to MOOCs sentiment classification
domain. In our network, deep semantic feature and
long-distance dependence information are captured
by parallel neural network structure and merged to
obtain contextual semantic representation. Then it is
sent to Self-attention mechanism to pay close atten-
tion to the useful features and assign more weight on
them. Extensive experiments on three MOOCs sub-
datasets demonstrate the superiority of our proposed
model.

In addition, this study provides an effective method
to automatically discover the sentiment of post-
ing learners in real time so that it has a potential
impact in maximizing instructors’ efficiency to mon-
itor MOOCs discussion forums. In the future, we
will focus on multilevel classification of MOOCs to
achieve more fine-grained sentiment classification in
this research field. In this way, instructors can obtain
more detailed learners’ emotions to help them bet-
ter analyze learners’ learning status and satisfaction
with MOOCs, which contributes to optimize course
resources to focus on improving the learning experi-
ence of learners.
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